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ABSTRACT

This paper presents a fully automatic speaker clustering al-
gorithm, which consists of three components: building a
distance matrix based on Gaussian models of the acoustic
segments; performing hierarchical clustering on the distance
matrix with the prior assumption that consecutive segments
should be more likely to come from the same speaker; and se-
lecting the best clustering solution automatically by minimiz-
ing the within-cluster dispersion with some penalty against
too many clusters. We applied this automatic speaker clus-
tering technique in 1996 Hub4 evaluation, and the results
show that it contributed signi�cantly to the word error rate
(WER) reduction in unsupervised adaptation. From our ex-
periments, the algorithm seldom misclassi�es segments from
the same speaker into di�erent clusters. We used the same
clustering procedure for both partitioned evaluation (PE)
and unpartitioned evaluation (UE) tests [1]. Experiments
also show that this automatic speaker clustering algorithm
improves unsupervised adaptation as much as the hand la-
beled ideal case where the clusters are generated based on
true speaker, channel and background condition.

1. INTRODUCTION

During the last few years, it has been shown again and again
that adaptation could signi�cantly improve the performance
of large vocabulary speech recognition systems. Today, al-
most all the advanced speech recognition systems come with
speaker adaptation techniques. Speaker adaptation uses data
from one speaker to move the parameters of the speaker inde-
pendent system towards the speaker dependent values. Usu-
ally only a small amount of data is required for adaptation,
although more data can always make the adaptation more ro-
bust. For unsupervised adaptation where the decoded tran-
scriptions are used as the truth, we �nd out that adaptation
with more data from the same speaker does help more in
reducing word error rate.

Most of the previous speech recognition research deals with
segmented speech such as the WSJ corpus, where the speaker
and condition are constant over session. A cluster for any par-
ticular speaker can be generated by merging all the segments
from the same speaker. However for many real-world con-
tinuous speech recognition problems, these are usually not
available, nor are the boundaries of the speech. For con-
tinuous speech recognition such as the Hub4 evaluation, we
need to segment half-hour audio programs and cluster the
automatically segmented speech into speaker clusters. As
an important component of the recognition systems, a good
speaker clustering procedure can improve the performance

of continuous speech recognition systems by supporting un-
supervised adaptation. We have observed 10-25% relative
WER reduction for unsupervised adaptation on a variety of
tasks. Without the support of good clusters, the reduction
could be smaller.

The goal of speaker clustering is to classify segmented speech
into clusters such that each cluster contains speech from one
speaker and also speech from the same speaker is classi�ed
into the same cluster. In practice, we regard speaker as a
generic concept which really means speaker with channel and
background condition. Thus, speech from the same physi-
cal speaker with signi�cantly di�erent channel and/or back-
ground conditions should be treated as speech from two dif-
ferent speakers in speaker clustering. On the other hand, we
may want to classify speech from two speakers in the same
cluster if their acoustic charactistics are not signi�cantly dif-
ferent. In any case, the ultimate e�ectiveness of speaker
clustering will be measured by how well the clusters do in
adaptation.

We developed and implemented a speaker clustering algo-
rithm which automatically determines all parameters based
on a penalized model selection criterion. Our algorithm takes
the advantage of the obvious fact that consecutive segments
are more likely to come from the same speaker, but does not
assume any prior knowledges about the speakers and their
speech. We also introduce a penalty against too many clus-
ters, so as to avoid the unwanted solution of one segment per
each cluster. Both parameters, i.e. the measure of consecu-
tive segments being from the same speakers and the number
of total clusters, are data driven and the algorithm is fully au-
tomatic. Experiments show that this automatic speaker clus-
tering algorithm improves unsupervised adaptation as much
as the hand labeled ideal case where the clusters are gener-
ated based on true speaker, channel and background condi-
tion.

1996 Hub4 evaluation includes both the partitioned evalua-
tion (PE) and the unpartitioned evaluation (UE) tests. In
the PE test, the data was already partitioned into segments
having constant speaker/channel/background conditions and
each segment was given a feature label denoting these con-
ditions. In the UE test, the speech needs to be segmented
and the feature labels were not available. We believe the
UE test is the real-world problem and chose to not to use
the segmental feature labels in the PE test, in order to focus
on approaches that would be viable for the general case. So
the same speaker clustering procedure was used in both PE
and UE Hub4 evaluation. In our Hub4 PE system, there is



a procedure that chopped the original segments into shorter
ones so that the BYBLOS decoder [4] could handle them
more e�ciently. From experiments on the development data,
our speaker clustering algorithm seldom misclassi�es chopped
segments into di�erent clusters due to ignoring the segmental
labels in the PE test. This suggests that our speaker cluster-
ing procedure is reliable and should work well in the UE test
too. In fact, our PE and UE systems are almost identical ex-
cept the segmentation and gender detection procedures. The
evaluation results show that the total degradation of our UE
test from the PE test is only about 5% relatively.

In next section, we will describe the details of the speaker
clustering algorithm. In section 3, some experimental results
are provided to show the e�ectiveness of this algorithm. Fi-
nally in section 4, we will discuss other alternative model
selection criteria, potential application of speaker clustering
in speaker adapted training (SAT) [2] [3].

2. DESCRIPTION OF ALGORITHM

Consider that we have a collection of segments S =
fs1; s2; :::; sng, and each si represents a sequence of spectral
feature vectors, i.e. the Cepstral vectors in our implemen-
tation. Speaker clustering means to �nd a partition P =
fp1; p2; :::; pkg of S such that each pj contains only segments
from the same speaker/condition and also speech segments
from this speaker are classi�ed into pj only. Assume that the
vectors in each of these sequences can be modeled as coming
from a multivariate Gaussian distribution and that the vec-
tors are statistically independent. A good clustering solution
should have relatively small dispersion within clusters. The
within-cluster dispersion [7] is de�ned as

W =

kX

j=1

Nj � �j

where �j is the covariance matrix and Nj is the total number
of feature vectors in cluster pj .

There are several good clustering criteria [6]. We prefer to
use the determinant ofW to measure the goodness of speaker
clustering. That is, the best clustering solution can be ob-
tained by minimizing the measure over the parameter space.
However in practice, this will usually lead to the unwanted
clustering solution of one segment per cluster. Some penalty
against too many clusters will help avoid the unwanted solu-
tions. Thus, the best clustering solution will be obtained by
minimizing the penalized measure instead.

There are three components in the implementation of the
algorithm,

� building a distance matrix based on Gaussian models
of the acoustic segments.

� performing hierarchical clustering to generate a list
of clustering solutions.

� conductingmodel selection by the clustering criterion
with a penalty against too many clusters.

2.1. Distance Matrix

Gish et al [5] introduced a distance measure between any two
speech segments to re
ect whether the two segments are from
the same speaker. We use the same distance measure as the
basis for the speaker clustering algorithm. However, noticing
that consecutive segments are more likely to come from the
same speaker, we prefer to scale the distance between consec-
utive segments by a parameter � whose value will be �nally
chosen in the model selection step.

2.2. Hierarchical Clustering

Cluster analysis [6] divides datapoints into clusters of points
that are close to each other. The statistical software package
Splus has these algorithms, such as hclust, implemented in
its library. The hierarchical clustering procedure takes that
distance matrix as input and continues to aggregate clusters
together until there is just one big cluster. The output from
the procedure is a tree of clusters. For any given number
k, this cluster tree can be pruned subsequently with only k

leaves left, which corresponds to the k tightest clusters in
the solution. Here we treat each segment as an individual
datapoint and the scaled distance measure as closeness be-
tween segments. Thus, for a list of combinations of (�, k),
the cluster analysis procedure will generate a list of poten-
tial clustering solutions where each solution is a partition of
fs1; s2; :::; sng. In the next step, the best solution will be
chosen from this list based on the clustering criterion.

2.3. Model Selection

The idea of model selection is to �nd the best model from
a list of potential models based on some criteria. Now we
can regard each clustering solution as a model for the overall
data. By the criterion of minimization of the determinant
of the within-cluster dispersion matrix [6], a partition that
minimizes

j Wk;� j

is the best clustering solution. This criterion is one of the
most favorite. But in practice, it is almost sure that it will
end up with the unwanted solution of one segment per cluster,
because the determinant measure will be non-increasing as
the number of clusters increases. One approach to avoid this
is to introduce a penalty against having too many clusters
in the partition. So instead, we use the penalized criterion
which will chose a partition Pk;� that minimizes

j Wk;� j �
p
k

The �gure 1 illustrates how the penalty helps to avoid the
unwanted clustering solutions during model selection over the
parameter space.

3. EXPERIMENTAL RESULTS

We did experiments to assess the e�ectiveness of the cluster-
ing algorithm on 1995 Hub4 development data. In that data
set, segments are chopped into shorter ones, averaging about
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Figure 1: Model selection based on penalty against the num-
ber of clusters.

20 words per chopped segment. In PE segments adaptation,
no clustering e�ort is needed and each cluster just includes
only the chopped speech segments from the same original seg-
ment. However, this is still much better than the unwanted
solution of one chopped segment per cluster, because the orig-
inal segments in PE are usually long. The WER reduction
of PE segments adaptation was 9% relatively from the base-
line. As listed in table 1, clustering speakers by their true
speaker, channel and background condition helped an extra
2% relative WER reduction. This motivated us to search for
speaker clustering algorithms to reduce word error rate in
the unsupervised adaptation step. With the support of the
automatic speaker clustering, we observed a 12% relatively
WER reduction from the baseline, which is even marginally
better than that with the hand labeled ideal clusters. The au-
tomatic clustering was performed on the chopped segments.
As expected, the scaling parameter �, which corresponding
to the likelihood measure of consecutive chopped segments
being from the same speaker, played an important role in
our clustering algorithm. Without it in the algorithm, the
WER reduction was not better than that of PE segments
adaptation.

experiment WER

baseline without adaptation 28.2

PE segments adaptation 25.6

clusters by true speaker-condition 25.0

chopped, clustered 25.8

chopped, clustered with adjacency 24.8

Table 1: Experimental results on one Marketplace episode,
940523, of Hub4 1995 (Phonetically Tied Mixture models).

The automatic clustering algorithm generated 25 clusters for
the episode mentioned in table 1. Only 4 of them had seg-
ments with mixed speech conditions. Telephone/bandlimited
speech was never mixed with anything else. This indicates
that the blind clustering algorithm distinguish speech condi-
tions quite well, especially for telephone/bandlimited speech.

For the PE development data, the segmentation was made
manually with each segment having a feature label that is
constant on speaker, channel and background. The hand
segmentation practice has a tendency to make the segments
as long as possible. This should help the WER reduction per-
formance of PE segments adaptation in the PE, because each
segment based cluster could actually contain several chopped
segment from the same PE segment. However in the UE, the
segmentation is done by the automatic segmentation proce-
dure on the half-hour audio programs. So segment based
adaptation actually means adaptation on clusters with only
one chopped segment in each. Chopped segments are usually
very short, i.e. less than 10 seconds or about 20 words. With
less than 20 seconds of speech, unsupervised adaptation may
not be robust enough. It is therefore expected that speaker
clustering should help more, relative to segment based adap-
tation, in the UE than in the PE.

We applied this speaker clustering technique in 1996 Hub4
evaluation. Recently we did experiments to assess the per-
formance of the automatic speaker clustering algorithm. The
results, in table 2, shows that the automatic algorithm did
only relative 0.7% worse than the hand labeled ideal case,
where the relative WER was about 6.3% for the unsuper-
vised adaptation.

experiment WER

baseline without adaptation 31.83

clusters by true speaker-condition 29.73

chopped, clustered with adjacency 29.95

Table 2: Experimental results on all six development episodes
of Hub4 1996 (State Clustered Tied Mixture models).

In our 1996 Hub4 PE system, there is a gender detection
procedure prior to the speaker clustering. Only two segments
were misclassi�ed for their gender, but these wrong gender
indicators were passed to the automatic speaker clustering
procedure, which may explain some of the 0.7% degradation
in relative WER reduction.

Although the automatic speaker clustering algorithm im-
proves almost as much as the hand labeled ideal cluster-
ing based on speaker, channel and background condition, the
model selection has a tendency to �nd less number of clusters
than the truth as indicated in table 3.

episode truth algorithm

i960711p 13 6

k960712 30 21

l960710 62 30

n960715p 26 16

o960710p 15 9

p960712 22 17

Table 3: Number of clusters for each episode in 1996 Hub4
development data.



We found out that only seven original segments had their
chopped segments not clustered together. The algorithm is
in favor of putting speakers together and against splitting
speech from the same speaker into di�erent clusters. Since
speech for some speakers in the episodes was very little, it
might actually help reduce word error rate by merging speak-
ers in the same cluster if their acoustic charactistics are not
signi�cantly di�erent. It turns out that putting speakers to-
gether doesn't hurt.

4. DISCUSSION

We used the same speaker clustering procedure in both PE
and UE tests. So in the PE test, speaker clustering proce-
dure was done on the chopped segments and did not use any
information from the original segments. The clustering algo-
rithm improves as much as the hand labeled ideal true clus-
tering based on speaker, channel and background condition.
In general, this blind clustering algorithm distinguish speech
conditions quite well, especially for telephone/bandlimited
speech. However, as we mentioned in the previous section, it
has a tendency to �nd a smaller number of clusters than the
truth. In case where some speakers have very little speech, it
might have been the right thing to let the speakers share the
clusters. For the Hub4 systems, the ultimate e�ectiveness of
speaker clustering is measured by how well the clusters do in
unsupervised adaptation. From the experiments, our algo-
rithm just works well. However for some applications, such
as air tra�c controller (ATC) and teleconference, where one
of the goals is to label speech segments by speaker, to cluster
speakers accurately is very important. It is worth investigat-
ing various combination of clustering criteria and penalties
to search for potential better automatic speaker clustering
algorithms. For example, some potential alternative criteria
could be

j Wk;� j +C �
p
k

or

j Wk;� j +C � log k

for some constant C.

Speaker clustering could also be used in speaker adapted
training (SAT), similar to Padmanabhan's approach [8]. The
training data of our Hub4 models includes speech from al-
most 2400 speakers, and most of them have less than 20 sec-
onds total speech. Too little speech per speaker could cause
unrobustness of the transformation matrix estimates in SAT
training. Since speakers with the same condition labels can
di�er a lot acoustically, it might make sense to cluster these
speakers by the automatic clustering algorithm and use the
clusters as generic speakers in training.

5. CONCLUSIONS

We developed an automatic speaker clustering algorithm, and
the same clustering procedure was used for both Hub4 PE
and UE tests. Our experiments show that it improves WER

as much as the hand labeled ideal clustering in unsupervised
adaptation.
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